
Performance Analysis of the Parallel CFD Code for Turbulent
Mixing Simulations

Tulin Kaman∗
Department of Mathematical Sciences

University of Arkansas
Fayetteville, AR

tkaman@uark.edu

Alaina Edwards
Department of Mathematical Sciences

University of Arkansas
Fayetteville, AR
aje004@uark.edu

John McGarigal
Department of Mechanical Engr.

University of Arkansas
Fayetteville, AR

jamcgari@uark.edu

ABSTRACT
Understanding turbulence and mixing due to the hydrodynamic
instabilities plays an important role in a wide range of science and
engineering applications. Numerical simulations of three dimen-
sional turbulent mixing help us to predict the dynamics of two
fluids of different densities, one over the other. The focus of this
work is to optimize and improve the computational performance of
the numerical simulations for the compressible turbulent mixing on
Blue Waters, the petascale supercomputer at the National Center
for Supercomputing Applications. In this paper, we study the effect
of the programming models on time to solution. The hybrid pro-
gramming model, which is a combination of parallel programming
models, becomes a dominant approach. The most preferable hybrid
model is the one that involves the Message Passing Interface (MPI),
such as MPI + Pthreads, MPI + OpenMP, MPI + MPI-3 shared mem-
ory programming, and others with accelerator support. Among all
choices, we choose the hybrid programming model that is based
on MPI + OpenMP. We extend the purely MPI parallelized code
with OpenMP parallelism and develop the hybrid version of the
code. This new hybrid implementation of the code is set up in a
way that multiple MPI processes handle the interface propagation,
whereas multiple OpenMP threads handle the high order weighted
essentially non-oscillatory numerical scheme.

KEYWORDS
Turbulent Mixing, Numerical Simulations, Performance Analysis,
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1 INTRODUCTION
Turbulent mixing flows arise in a wide range of science and engi-
neering applications, from climate studies to all forms of fusion,
whether the confinement is inertial, gravitational or magnetic. The
numerical simulations help us to understand the dynamics of turbu-
lent mixing. Turbulent mixing due to Rayleigh-Taylor (RT) instabil-
ity arises at the interface between two fluids of different densities
whenever the pressure gradient opposes the density gradient.
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These problems are deeply multiscale. The level of scales that are
desired to be resolved identifies the characteristic properties of the
numerical approach, such as Direct Numerical Simulations (DNS),
Large Eddy Simulations (LES), and Reynolds AveragedNavier Stokes
(RANS). With the power of today’s HPC systems, resolving all tur-
bulence length scales is handled by DNS [14]. RANS resolves length
scales sufficient to specify the problem geometry. Among these
three approaches, DNS has the highest computational cost, and
RANS has the lowest. The use of LES reduces the computational
cost of the DNS and resolves some but not all length scales. LES
was first proposed by Smagorinsky [21] for the study of the dynam-
ics of the atmosphere’s general circulation. In LES, the unresolved
smaller-scale motions are modeled by subgrid scale (SGS). The
multi-species compressible Navier-Stokes equation, filtered at a
grid level, is solved, so that the LES defines SGS terms (such as the
Reynolds stress) as a source. These source terms are modeled as
gradient diffusion terms, and otherwise coefficients such as tur-
bulent viscosity, mass, and thermal diffusivity are recovered in a
dynamic manner from the solution itself. This is called a dynamic
SGS model. The missing coefficients are computed locally in the
simulation [2].

Front tracking (FT) is the technique of storing and dynami-
cally evolving a meshed front that partitions a simulation domain
into two or more regions, each representing a different material,
or physics model. Front tracking is the unique method presently
demonstrated to avoid systematic errors in an important class of
problems revolving around turbulent mixing [5]. The sharp resolu-
tion of interfaces and steep gradients occurs in a variety of applica-
tions, such as primary breakup of a liquid jet [1], forecasting of cloud
boundaries [7], target design of muon collider in high energy parti-
cle accelerators [4], and electrocardia [23]. The FT/LES/SGS combi-
nation has previously been validated for macro, meso, and micro
scale observables. By this, This means that diagnostics with compar-
ison to experimental data have been applied to assess the solution
accuracy of the turbulent mixing flow at the macro/meso/micro
length scales. Thus, the simulations have achieved agreement with
experimental measurements in the overall size of the mixing zone
(macro), the coherent bubble structure within it (meso), and molec-
ular level mixing (micro) as recorded by chemical reactions [5, 12].

The simulation package, FronTier, has the implementation of all
these algorithms. FronTier supports a range of physics, including
compressible and incompressible flow, turbulence models, fluid-
structure interactions, phase transitions, and crystal growth, each
with its own validation and verification studies [3]. It is parallelized
with a tensor product domain decomposition. MPI is used to pass
states and interface data from one processor to another. FronTier
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has adopted object oriented programming. Many major front track-
ing functionalities have been modularized to allow users to call
them with a minimal knowledge of internal operation and coding.
An API to modularize the front tracking and to make it available to
other simulation codes is constructed [13]. We extend the purely
MPI parallelized code with OpenMP parallelism and develop the
hybrid version of the code. The focus is to optimize and improve the
computational performance and increase the scalability to perform
high resolution numerical simulations efficiently on high perfor-
mance computing systems.

The organization of this paper is as follows. In Section 2, we de-
scribe the model problem, Rayleigh-Taylor instability. In Section 3,
we present the strong and weak scaling analysis of the purely MPI
parallel version of the code and introduce the profiling tool Tuning
and Analysis Tool (TAU) that is used to analyze the runtime behav-
ior of the program. We show how to instrument the FronTier code
using TAU and present performance results. In Section 4, we intro-
duce the hybrid programming model, which is a combination MPI
+ OpenMP parallel programming model and compare the purely
MPI and hybrid models. Section 5 presents reflections on how the
research activities as Blue Waters Interns influence the students’
future careers.

2 PROBLEM DESCRIPTION
The study of the turbulent mixing problem in Rayleigh-Taylor aims
for macro level validation and to predict the overall dimensionless
growth rate of the mixing zone. The growth rate is defined by
the formula hb = αbAдt

2 for the penetration distance hb of the
light fluid into the heavy fluid, д being the acceleration force that
defines the instability, andA = (ρ1−ρ2)/(ρ1+ρ2) the dimensionless
buoyancy correction to gravity, depending on the density difference
between the two fluids. Here, ρ1 denotes the heavy fluid density, and
ρ2 denotes the light fluid density. The determination of the growth
rate αb has been the source of considerable interest. The numerical
simulations are conducted to predict the quantity of interest on
the growth rate of the mixing zone. The uncertainty quantification
analysis associated with initial conditions, the sensitivity analysis
to the parameters such as the initial mass diffusion layer thickness,
and the effect of initial conditions and parameters to the quantity
of interest αb were studied in comparison with experimental data
and presented in [9–12, 24]. The problem with single-mode, multi-
mode, and random initial perturbations is presented in Figure 1.
Here, the validation and verification studies are out of the scope of
this paper. The focus is to optimize and improve the computational
performance of the FronTier software package for the Rayleigh-
Taylor turbulent mixing problem on the Blue Waters petascale
supercomputer.

For the numerical simulations of multiphase flows, one of the
advantages of the front tracking method is in dealing with the con-
tact discontinuities. The front tracking method is used to solve the
conservation laws with discontinuities between fluids. The mathe-
matical formulation is based on the filtered Navier-Stokes equations
for the multiphase flows [10]. These equations are the governing
equations of LES simulations. In the equations of continuity, mo-
mentum, energy, and concentration (1) – (4), the variables that have
been filtered on the grid scale are denoted by the overbar. There

Figure 1: Images of the single-mode, uniform and random
multi-mode Rayleigh-Taylor instabilities.

is also a density-weighted filtering operation, which is denoted by
the tilde. The Favre-filtered continuity equation (1) is obtained by
first applying the grid scale onto the continuity equation

∂ρ
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ρ

.

For the compressible flows, the Favre-filtered continuity, mo-
mentum, energy, and concentration equations are obtained as
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where ρ, ṽi ,E,p, and Ψ̃ are the filtered variables for total mass
density, the velocity, the total specific energy, the pressure, and the
mass fraction. The total specific energy is

E = ρẽ + ρṽk
2/2.

H̃h and H̃l are the partial specific enthalpy of each species defined
by

H̃h = ẽh +
p

ρ
, H̃l = ẽl +

p

ρ
,

where ẽh and ẽl are the specific internal energy of each species.
T̃ ,κ, and D̃ are the filtered temperature, the heat conductivity, and
the kinematic mass diffusivity. The viscous stress tensor, di j , in
momentum and energy equations is expressed as

di j = νd

((
∂ṽi
∂x j
+
∂ṽj

∂xi

)
−

2
3
∂ṽk
∂xk

δi j

)
,
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where νd = ρνk is the filtered dynamic viscosity.
The stable and higher order WENO (Weighted Essentially Non-

Oscillatory) scheme [19] is used for solving the Favre-averaged
Navier-Stokes equations. In this section, the WENO scheme is
briefly explained. The main features of the WENO finite difference
methods, finite volume methods, and the discontinuous Galerkin
finite element methods for computational fluid dynamics can be
found in Shu’s paper [20]. The flux-averagedWENOmethod uses lo-
cal Lax-Friedrichs flux-splitting and a characteristic decomposition
of the variables and fluxes. The fluxes in x, y, and z are calculated
separately. High order accurate and non-oscillatory scheme flux re-
construction uses a convex combination of k candidate stencils [8].
For k = 3, the fifth (2k − 1) order finite difference WENO scheme
approximates the derivative F(U)x at a point xi ,

F(U)x |x=xi ≈
1
∆x

(F̂i+1/2 − F̂i−1/2) (5)

where U is the state vector, F(U) is the flux, and F̂i+1/2 and F̂i−1/2
are the right and left fluxes. The fifth order WENO scheme uses
three stencils,

F̂i+1/2 =
3∑
j=1

ωi F̂
(j )
i+1/2

with three third order fluxes F̂ (j )i+1/2 and the nonlinear weights ωi .
For hyperbolic conservation equations, the nonlinear part of

WENO is carried out in local characteristics fields. The implemen-
tation starts by computing the average state Ūi+1/2, j,k using the
average, then the left and right eigenvectors and eigenvalues of
the Jacobian F ′(Ūi+1/2, j,k ) at the average state. One can project
the conservative fields and the fluxes onto the local characteristic
fields using the left eigenvectors matrix and compute the left and
right fluxes in characteristic field. Then, project back the numerical
fluxes in the physical space using the right eigenvector matrix. We
perform the same steps for the other two directions in y and z
using the average states Ūi, j+1/2,k and Ūi, j,k+1/2. In the next sec-
tion, we will observe that WENO flux computation is the most time
consuming in our simulations.

3 PERFORMANCE STUDIES
Our primary goal is to achieve performance improvements of the
numerical simulations for hydrodynamic instabilities. We start with
identifying the parts of the code that are time consuming. For this,
we take advantage of the available performance analysis tools on
Blue Waters. The first tool used for profiling is the Cray Perfor-
mance and Analysis Tools (CPMAT). CPMAT is equipped with
several components used in preparing any project for performance
analysis. CPMAT is able to gather data during the program execu-
tion, and the data can be processed and analyzed for presentation
to the user on its own graphical user interface, Cray Apprentice2.
The details of how the code was prepared and how the analysis
was carried out can be found in Blue Waters’ user guide, but, in
essence, any performance analysis process has three main steps:
code instrumentation, execution, and data analysis. Apprentice2 is
used for visualizing and exploring the data for analysis.

There are other profiling tools on the system, such as PAPI, Perf-
Suite, and TAU [15]. Among these profiling tools, we choose TAU,
which is a comprehensive code profile tool with additional features

Figure 2: CPMAT Apprentice2 visualization.

for our performance analysis. In Section 3.3, the portable, robust,
and parallel scalable TAU tool [18] is introduced for the perfor-
mance instrumentation, measurement, analysis, and visualization.

The Blue Waters system is a Cray XE/XK hybrid machine com-
posed of AMD 6276 “Interlagos” processors and NVIDIA GK110
(K20X) “Kepler” accelerators, all connected by the Cray Gemini
torus interconnect [15]. The XE node has 2 Interlagos processors,
and each processor has 16 bulldozer cores, as shown in Figure 3.
Each bulldozer core’s memory is 4GB, and the total node memory
is 128GB. In the distributed memory parallel programming model
with MPI, we observe that the memory footprint per integer core
is enough to fit in memory, and we could use all 32 integer cores
available on an XE node. We vary the number of MPI processes
per node by setting the “-N” parameter in a job script file to inves-
tigate the effect of the processors per node (ppn) on the runtime.
In Table 1, the time to solution on problem size 64 × 64 × 256 with
different processors per node is presented. The system default task
placement for MPI processes is used in pure MPI runs. The effi-
ciency per MPI process is virtually unaffected when changing the
processors per node from 32 to 8 integer cores, and we observe a
6% loss of efficiency using 4 processors on 8 nodes. See Table 1.

Figure 3: Cray XE6 node type on Blue Waters. Courtesy of
Aaron Weeden, Blue Waters Petascale Institute notes.
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Table 1: Time to solution on 32 MPI processes. #PPN is the
processes per node.

#Node #PPN Time (seconds)

1 32 254
2 16 254
4 8 252
8 4 237

The runtime behavior is investigated by runningweak and strong
scaling analyses. The simulations are performed on a domain 1 ×
1 × 4 cm with a single grid spacing ∆x = ∆y = ∆z. The number of
grids in the z direction is four times the number of the grids in the
x and y directions. The weak and strong scaling analyses are all
performed using 32 processors per node in pure MPI jobs.

3.1 Weak Scaling
We conduct a weak scaling study and run simulations on four dif-
ferent grids: 64 × 64 × 256, 128 × 128 × 512, 256 × 256 × 1,024, and
512×512×2,048, using 32, 256, 2,048, and 16,384 cores, respectively,
so that the amount of computation remains constant per core. The
problem size on each MPI process is fixed and has 32 grid points in
each direction. The runtimes for these problems are reported in Ta-
ble 2, and they include both computation and communication. The
explicit nature of the algorithm described in Section 2 contributes
to the very good weak scaling as shown in Figure 4. The results
for weak scaling indicate that the amount of communication in-
creases 5% from 32 cores to 16,384 cores due to the communication
overhead.

Table 2: Weak scaling for RT simulations. The grid resolu-
tion per MPI process is 32 × 32 × 32.

Grid #Processes Actual Ideal
Time to Solution

64 × 64 × 256 32 254 254
128 × 128 × 512 256 263 254

256 × 256 × 1,024 2,048 266 254
512 × 512 × 2,048 16,384 269 254

3.2 Strong Scaling
To do a strong scaling analysis, we fix the total problem size while
the resources are increased. The resolution of the computational
grids 64 × 64 × 256 (coarse) and 256 × 256 × 1,024 (medium) run
with a number of processes from 32 to 256 and from 1,024 to 8,192,
respectively. Table 3 shows that the efficiency results drop to below
65% and 50% for the coarse and medium meshes. The simulations
of Rayleigh-Taylor instability on the coarse and medium grid reso-
lution are performed on processes with 2 threads (hybrid).
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Figure 4: Runtimes under weak scaling.

Table 3: Strong scaling forRT simulations at grid resolutions
of the coarse (C) and the medium (M) meshes.

#Processes Actual Ideal Efficiency
Time to Solution

C M C M C M C M

32 1,024 254 424 254 424 100% 100%
64 2,048 153 266 127 212 83% 80%
128 4,096 81 200 63.5 106 79% 53%
256 8,192 51 113 32.75 53 63% 47%
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Figure 5: Runtimes under strong scaling for the medium
mesh.

3.3 Profiling and Performance Analysis
In this section, we introduce the portable, robust, and parallel scal-
able TAU tool [18], which is used for performance instrumenta-
tion, measurement, analysis, and visualization. There are several
options for instrumentation to observe the performance measure-
ment, such as source-based, preprocessor-based, compiler-based,
wrapper library-based, binary, interpreter-based, component-based,
virtual machine-based, multi-level selective instrumentation, and
TAU_COMPILER. The details of the instrumentation options are
presented in [18].

Volume 12, Issue 1 Journal of Computational Science Education

52 ISSN 2153-4136 January 2021



Profiling consists of three stages: (i) compiling and linking the
program with profiling enabled, (ii) executing the program to gener-
ate a profile data file, and (iii) running the profiler to analyze the data.
Without any code modification, by compiling the program with a
debug symbol (“-g ”), a code developer can extract performance data
measurements with minimal effort. TAU supports parallel profil-
ing. Automatic instrumentation of the code using TAU’s compilers
(tau_cxx, tau_cc, tau_f90) and the visualization tool (ParaProf) help
users to collect, analyze and visualize the performance data on
thousands of processes. The TAU measurement system provides
a profile data structure for each node/context/thread. Once com-
piling and building the executable with TAU compilers is done,
we execute the new program to generate the profile data for each
MPI process. The production of parallel profiles for thousands of
processes requires an analysis tool to handle the performance infor-
mation. TAU’s scalable parallel performance profile analysis tool
is called ParaProf. ParaProf provides a graphical interface to dis-
play all performance analysis results. ParaProf’s 3D visualization
option shows the spread of performance data across routines and
processes. Figure 6 shows the profile data for the numerical sim-
ulation of Rayleigh-Taylor Instability. It helps in interpreting the
performance data and presenting the time spent for each routine
and process at once. TAU supports several types of performance
profiles, such as flat, callpath, callsite, and phase profiles. The flat
profile helps us to learn more about the time spent in an event,
exclusive/inclusive, number of calls, and number of child calls. The
profiling shows how much total time was spent in each routine.
The exclusive and inclusive times show the statistics for each func-
tion. The exclusive time is the amount of time spent within that
function, excluding the time spent in all child functions called from
that function. The inclusive time is the amount of time spent within
that function and all its child functions. The mean inclusive and
exclusive times for a parallel test are presented in Figure 7. The
bar graphs show the spread of performance data across routines
on each process. In Figure 7, it is observed that the most time-
consuming (blue bar graph, 34%) is the WENO flux computation.
Each bar shows the mean exclusive time for routines and gives us
an idea of how much time was spent in different routines. In the
Comparison Window, Figure 8, we compare four coarse grid runs
with a number of processes from 32 to 256. We have taken several
steps to optimize the part of the code and work on the enhancement
of the computational performance of the WENO flux computation
in the weno5_get_flux routine.

4 HYBRID PARALLEL SCHEME
Code developers investigate the fastest programming model to han-
dle computationally expensive simulations on clusters. An efficient
programming model of the clusters of shared memory parallelism
(SMP) is needed to handle large scale simulations. The parallel
programming model could be purely MPI parallel or hybrid, de-
pending on the application code. Hybrid programming with the
MPI parallel scheme for internode communications and a shared
memory programming for intranode communication is a prefer-
able approach [6]. Available programming options for the shared
memory parallelism are MPI-3, OpenMP, and OpenMP 4.0 / Ope-
nACC for accelerator support. We investigate the usage of shared

memory parallelism within the MPI processes for the best perfor-
mance. Among the shared programming model options, we choose
OpenMP for the intranode communication. OpenMP’s application
programming interface (API) supports the shared memory multi-
processing programming in C, C++, and Fortran. It is available since
1997 and is being actively developed to standardize directive-based,
multi-language, high-level parallelism that is highly scalable and
portable.

We first assess the performance of the code on the Blue Waters
HPC platform using four different compilers: Cray, PGI, GNU, and
Intel. The compiling and linking is performed using wrappers such
as “ftn” for Fortran, “cc” for C, and “CC” for C++. To invoke the
compiler, we set the programming environment corresponding
to the specific compiler suite. Using the wrapper scripts and the
compilers’ default options provided on the system, a difference
in times is observed. We observe that the PGI (Portland Group)
compiler performed the best among all the compiler suites, as shown
in Figure 4. There are many compiler options that can be used in the
compilation process, and we use the default options that come with
the wrappers. For the OpenMP directives and pragmas, “-h omp”
for Cray, “-mp=nonuma” for PGI, and “-fopenmp” for GNU and
Intel are provided additionally to the wrapper scripts for compiling
the newly developed OpenMP implementation.

Table 4: Compiler performance on the application code.

#Processes MPI Distribution Time (seconds)

Cray PGI GNU Intel
2,048 8 × 8 × 32 285 250 266 263
4,096 8 × 8 × 64 208 192 200 198
8,192 16 × 16 × 32 104 88 113 90

On Blue Waters, the maximum number of threads per node is
32. When running a hybrid (MPI+OpenMP) program, we first set
the number of threads per process using the environment vari-
able OMP_NUM_THREADS. In addition, the number of threads
per process should be set using the depth parameter (“-d”) in the
run command. The depth parameter sets the number of OpenMP
threads per MPI task, and it should have the exact same value as
the environment variable OMP_NUM_THREADS. We specify the
total number of MPI tasks for the job using the “-N” parameter, and
the value for -N multiplied by the value for -d should not exceed
32 on Blue Waters.

The implementation of the WENO scheme described in Section 2
has a parallel region where we calculate the local eigenvalues,
average state, right eigenvectormatrixRmid , and its left counterpart
Lmid = R−1

mid at the mid-points. We transform the conservative
fields, its differences, and flux differences to local characteristic field
by multiplying them with Lmid , and we compute the numerical
fluxes in each characteristic field. The last step is to project back
the numerical fluxes in the physical space by multiplying them
with the right eigenvector matrix Rmid . In this part of the code,
the variables are scoped by using private and shared OpenMP data
scope attribute clauses with the parallel directive.

In Figure 9, the time to solution using purely MPI and hybrid
parallel schemes are compared. In the hybrid parallel scheme, the
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Figure 6: TAU’s ParaProf 3D visualization shows the spread of performance data across routines and processes.

number of threads in OpenMP parallelism is set to two. The num-
ber of threads is controlled by setting the OMP_NUM_THREADS
environment variable and giving the depth with “-d" option in run-
ning. For the hybrid case, the jobs run with 16 MPI processes per
node and 2 OpenMP threads per process ( "-N 16 -d 2 ”). Figure 10
shows the performance improvement in the hybrid case with the
inclusive time on the coarse grid. The mean exclusive time spent
in the weno5_get_flux routine dropped from 302 seconds to 242
seconds, and the mean inclusive time is reduced by 20%. On the
medium grid, we observe the pure MPI model is faster than the
hybrid model. The newly developed version of the program with
two OpenMP threads inside of each MPI task is slower than the
pure MPI version as shown in Figure 11.

5 INTERNSHIP REFLECTION
The goal of the project is not only to investigate the effect of the
parallel programming models on time to solution for the numerical
simulations of compressible turbulent mixing, but also to engage the
undergraduate students in petascale computing research in the area
of computational fluid dynamics. The Blue Waters interns, Edwards
and McGarigal, had little-to-no experience in Unix, programming
in C, or parallel computing before starting this research project.
A two-week intensive Petascale Institute at the National Center
for Supercomputing Applications at the University of Illinois at
Urbana-Champaign helped them to develop the basic skills needed
to start this research. Within one year, they gained experience

in the usage of Blue Waters, distributed/shared parallel program-
ming models, visualization, and performance tools. During their
internship program, they were selected to attend the International
Conference for High Performance Computing, Networking, Stor-
age, and Analysis as student volunteers. There, they were able to
make many significant connections to help propel them into their
future careers. Edwards and McGarigal presented their first poster
at the American Physics Society Conference for Undergraduate
Women in Physics, which was held at the Texas A&M University
at Corpus Christi and at the 2019 Annual Meeting of the Arkansas
Academy of Science (AAS), which was held at Fort Collins, respec-
tively. Their poster at AAS received the first place undergraduate
poster in computer science and was also selected to be presented
at the 2019 Blue Waters Symposium.

When the mentor created two Blue Waters internship positions
for the two University of Arkansas students who were interested in
developing skills in modeling, simulations, and high performance
computing, she planned a weekly schedule for her directed read-
ing course. This course was a one-on-one independent study to
cover the topics from hydrodynamics instabilities to parallel per-
formance systems. The directed readings were designed to help the
students to see the big picture, provide an overview of the state of
the project, and guide them. The papers of Zhou [25, 26] on the
basic properties of the flow, turbulence, and mixing induced by
hydrodynamic instabilities, Sameer [16, 18] on a TAU user’s guide,
and Shu [19, 20] on numerical schemes were read throughout the
first semester. In the second semester, the interns’ main duties were
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Figure 7: The mean inclusive time, exclusive time, and exclusive percent.
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Figure 8: TAU’s ParaProf Comparison Window shows the mean exclusive time.

Figure 9: Comparing the performance of the weno5_get_flux routine using TAU’s histogram function on the coarse grid.

to conduct simulations and analyze the results. To be eligible to
complete the duties in a limited time, students must have met the
requirements, such as being fluent in C/C++ programming, hav-
ing experience with modeling and simulations, and having basic
knowledge in parallel computing and computational fluid dynamics.
The learning curve, the learner’s performance on a task, and the
number of attempts and time required for the task had taken more
time than planned. In hindsight, it would have been better to add
two levels of participation to the research program as learners and
apprentices before their internships, as in the XSEDE EMPOWER
(Expert Mentoring Producing Opportunities for Work, Education,
and Research) program [17]. This way, the students would have
first focused on strengthening their ability to handle challenges and
taking steps on completing the assigned tasks. In a learner level, a
student could have spend more time developing necessary skills
to contribute to the work of Blue Waters through online tutorials,
workshops, and self learning in programming. At the apprentice

level, a student could have transformed the knowledge into skills
and have the chance to apply the new skills with some additional
trainings in debugging and performance tools to do the assigned
tasks. After completing these two levels in two semesters, in their
second year the students could have performed more independent
work and became more fully engaged in research.

After their research experience in the computational and applied
mathematics group of Kaman, the students pursue graduate studies
and continue to work on computational science research projects.
Edwards was one of the ten students accepted to the Oak Ridge
National Laboratory Pathways to Computing Internship Program
to learn and develop the next-generation explicit methods for radia-
tion transport in astrophysics and explore programming models for
GPUs supported on the fastest supercomputer in the world, Sum-
mit [22]. McGarigal started a new internship at HP as part of the
test automation team, working on designing the robot framework
for computers. The Blue Waters Student Internship Program helped
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Figure 10: TAU’s ParaProf Comparison Window shows the
mean inclusive time before and after optimizingWENOflux
on the coarse grid.
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Figure 11: Comparison of purely MPI and hybrid models on
the medium grid.

two University of Arkansas undergraduate students to develop
strong computational skills in high performance computing and
reflect their perspective of how they can advance their knowledge
and skills for their future career.

6 CONCLUSIONS
Numerical simulations of turbulent mixing are computationally ex-
pensive and require efficient usage of high performance computing
systems. The scalability of the purely MPI application code shows
very good weak, and acceptable strong, scalability properties. We
collect performance data to identify the most time consuming parts
of the application code using the performance measurement and
analysis tool TAU, whose performance system identifies that the

high order accurate weighted essentially non-oscillatory numeri-
cal scheme is the computationally expensive part of the code. The
flux computation starts with i) computing the average state, the
left and right eigenvectors and eigenvalues of the Jacobian at the
average state, ii) projecting the conservative fields and fluxes onto
the local characteristic fields using the left eigenvectors matrix, iii)
computing the left and right fluxes in characteristic field, and iv)
projecting back the numerical fluxes in the physical space using
the right eigenvector matrix. These computations are performed
in a loop that is ideal for shared memory parallelism. In order to
do that, we use the hybrid parallel model with MPI and OpenMP,
where MPI is used for internode communication to pass states and
interface data from one processor to another, and OpenMP is used
for intranode communication to distribute the work equally to each
thread. With the hybrid model, a performance improvement on the
coarse grid is observed, and the total time to solution is reduced
by 20%. However, the pure MPI implementation shows the best
scalability on the medium grid on Blue Waters. The good weak
and strong scalability of the pure MPI model is because of the op-
timized work distribution between processes. The problems with
OpenMP performance could be due to the memory access and cache
use. The use of “numactl”, the core layout, plays an important role
to achieve scalability. To avoid the bottlenecks with memory and
cache, the task placement to distribute MPI processes and threads
per processes will be investigated in the future.
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